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Modeling user’s long-term and short-term interests is 

crucial for accurate recommendation. However, since 

there is no manually annotated label for user interests, 

existing approaches always follow the paradigm of 

entangling these two aspects, which may lead to 

inferior recommendation accuracy and interpretability. 

In this paper, to address it, we propose a Contrastive 

learning framework to disentangle Long and Short-term 

interests for Recommendation (CLSR) with self-

supervision. Specifically, we first propose two separate 

encoders to independently capture user interests of 

different time scales. We then extract long-term and 

short-term interests proxies from the interaction 

sequences, which serve as pseudo labels for user 

interests. Then pairwise contrastive tasks are designed 

to supervise the similarity between interest 

representations and their corresponding interest 

proxies. Finally, since the importance

of long-term and short-term interests is dynamically 

changing, we propose to adaptively aggregate them 

through an attention based network for prediction. We 

conduct experiments on two large-scale real-world 

datasets for e-commerce and short-video 

recommendation. Empirical results show that our CLSR 

consistently outperforms all state-of-the-art models with 

significant improvements: GAUC is improved by over 

0.01, and NDCG is improved by over 4%. Further 

counterfactual evaluations demonstrate that stronger 

disentanglement of long and short-term interests is 

successfully achieved by CLSR. The code and data are 

available at https://github.com/tsinghua-fib-lab/CLSR.

Notations. Let 𝑀 denote the number of users, and 

𝒙𝒖 𝑢=1
𝑀 denote the interaction sequences for all users. 

Each sequence 𝒙𝒖 = 𝑥1
𝑢, 𝑥2

𝑢, … , 𝑥𝑇𝑢
𝑢 denotes a list of 

items which are ordered by the

corresponding interaction timestamps. Here 𝑇𝑢
denotes the length of user 𝑢’s interaction history, and 

each item 𝑥𝑡
𝑢 is in [1, 𝑁], where 𝑁 denotes the number 

of items.

Since a user’s interaction history 𝒙𝒖 reflects both long 

and short-term interests, the recommender system will 

first learn LS-term interests from 𝒙𝒖, and then predict 

future interactions based on the two aspects. We then 

can formulate the problem of learning LS-term 

interests for recommendation as follows:

Input: The historical interaction sequences for all 

users 𝒙𝒖 𝑢=1
𝑀 .

Output: A predictive model that estimates the 

probability of whether a user will click an item, 

considering both LS-term interests.

User Interests Modeling

➢ Long-term Interests Representation

➢ Short-term Interests Evolution

➢ Interaction Prediction

RQ1: How does the proposed framework perform 

compared with state-of-the-art recommendation 

models?

In this paper, we propose to disentangle long and 

short-term interests for recommendation with a 

contrastive learning framework, CLSR. Extensive 

experiments and counterfactual evaluations on two 

large-scale datasets demonstrate that CLSR 

consistently outperforms SOTA baselines with 

significant improvements. More importantly, we 

empirically show that unsupervised LS-term 

interests modeling can easily entangle the two 

aspects and lead to even poorer performance. With 

the help of self-supervision, CLSR can effectively 

disentangle LS-term interests and achieve much 

better performance. As for future work, CLSR can 

be easily extended since it is a highly general 

framework, For example, other designs of encoders 

or proxies can be explored. Deploying the proposed 

method to industrial systems is another important 

future work.
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RQ2: Can CLSR achieves stronger 

disentanglement of LS-term interests against 

existing unsupervised baselines?

RQ3: What is the effect of different components in 

CLSR?


